
CONCEPTUAL OIL DISPERSION MODELING,

LOWER COOK INLET-SHELIKOF STRAIT

by

R. S. Schleuter and C. I. Rauw

Dames & Moore
Los Angeles, California

Final Report
Outer Continental Shelf Environmental Assessment Program

Research Unit 436

27 March 1981

389



PREFACE

This report describes a study of conceptual oil disper-

sion modeling for Lower Cook Inlet and Shelikof Strait,

Alaska. The work was performed under Contract No.

NA80RACOO075 between Dames & Moore and the National Oceanic

and Atmospheric Administration. In addition to the study

reported herein, other studies performed under Contract No.

NA80RACOO075 include an oil spill trajectory analysis for

Lower Cook Inlet and Shelikof Strait, a wind transition matrix

analysis, and an evaluation of CODAR data taken in Lower Cook

Inlet. These studies have been previously submitted under

separate cover to OCSEAP.

This study was supported by the Bureau of Land Management

through interagency agreement with the National Oceanic and

Atmospheric Administration, under which a multi-year program

responding to needs of petroleum development of the Alaskan

continental shelf is managed by the Outer Continental Shelf

Environmental Assessment Program (OCSEAP) Office.
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1. INTRODUCTION

1.1 PURPOSE

This study was initiated by the Outer Continental Shelf

Environmental Assessment Program (OCSEAP) on behalf of the

Bureau of Land Management. This is one of a series of studies

conducted by Dames & Moore to investigate the behavior Of

hypothetical oil spills on the Alaskan Outer Continental

Shelf. The previous  studies have been limited to simulation

of centroidal trajectories within Lowe r Cook Inlet and

Shelikof Strait. There were two primary reasons for limiting

these studies to the use of trajectory models: 1) to respond
to BLM’s immediate needs for oil spill risk assessment data in

conjunction with their environmental impact statements; 2) to

employ those strategies and algorithms that were consistent
with the data base available on environmental forcing fields

in the study area.

While continued trajectory studies will no doubt be

required in the future, it is now appropriate to begin those
studies and develop those tools that will meet BLM’s long

range needs to reliably describe and forecast the fate of

spilled oil on the Alaskan Outer Continental Shelf. The con-
tinued environmental studies in the Gulf of Alaska provide

increased confidence in our knowledge of the driving forces

which now appear to justify more sophisticated modeling

approaches.

To this end, the present study focused on reviewing,

evaluating, and recommending existing numerical techniques and
algorithms used to predict the fate of spilled oil in the

marine environment. Consideration of state-of-the-art tech-

niques for modeling the dispersion, weathering and transport

of an oil slick has resulted in the development of a concep-

tual oil spill model. This model blends the most
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attractive features of applied technology with the specific

physical and chemical characteristics of Lower Cook Inlet and
Shelikof Strait, Alaska.

1.2 SCOPE

This study was conducted

services for Task II detailed

in accordance with the scope of

in the Dames & Moore proposal,

“Oil Dispersion Analysis, Lower Cook Inlet and Shelikof

Strait, Alaska,” RFX41-436-2905, for National Oceanic and

Atmospheric Administration, July 19, 1979, “Proposal Addendum~

Oil Spill Dispersion Analysis,” RFx41-436-2905,  August 22,

1979, and “Proposal Addendum, Oil Spill Dispersion Analysis,”

RFx41-436-2905,  October 14, 1979, subsequently amended in a

letter dated February 4, 1980.

1.3 OBJECTIVES

The primary

presented in the

elements of the scope of services for Task II

above documents are “summarized below:

1. Evaluation of Eulerian and Lagrangian spreading

algorithms.
2. Establish techniques to be used to model the se-

lected weathering phenomena.

3. Evaluation of wind field models applicable to Lower

Cook Inlet and Shelikof Strait.

4. Investigate the need for depth averaged or layered
hydrodynamic models for Lower Cook Inlet and

Shelikof Strait.

1.4 BACKGROUND

This study does not attempt to report on or provide

complete review and documentation of available models and

methods that have been applied to oil spill simulations. The
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interested reader will find thorough and comprehensive treat-
ments of the subject matter in Stolzenbach  et al. (1977) ,
Oceanographic Institute of Washington (1977), Mackay and

Patterson (1978), Wheeler (1978), and Spaulding (1978). What

is attempted herein is to present state-of-the-art techniques
for applied oil spill dispersion simulations that can be
adopted for application to Lower Cook Inlet and Shelikof
Strait, Alaska.

Given the state-of-the-art of forecasting oil spill move-

ment, the most reasonable approach is still to assume that the

overall problem can be decoupled into a series of quasi-
independent parts. This treatment generally results in the

following separation of environmental and physiochemical

features:

o Wind Fields

o Current Fields

o Dispersion and Weathering

Due to the strong coupling between these aspects, it is

difficult to separate wind, wave, and tidal effects from the

total circulation pattern to extract net currents. However,
solving the problem globally using a circulation model that
incorporates a wind field model, tidal hydrodynamics, and
water mass characteristics to predict the advection of a slick

may not be any more reliable than existing approaches and
would undoubtedly require significant increases in monetary
and time resources.

A standard approach is to create a variety of wind fields

corresponding to different meteorological conditions over the

study area either using a model or through subjective or ob-

jective interpretation of synoptic wind field data. ‘The cur-
rent fields for a variety of oceanic and tidal conditions are

likewise created using either a model or through subjective
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or objective interpretation of available data. These results

generally provide the basic input data to any oil spill model.

The accuracy and confidence that can be assigned to these
fields should play a major role in determining the degree of

sophistication to apply in dispersion and weathering aspects
of an oil spill model.

The first two influences, wind and current, are primary

environmental input requirements to oil spill trajectory

studies. In the trajectory approach basic assumptions and

empirical relationships are utilized in modeling the

centroidal behavior of an oil slick. Trajectory studies are

quite useful in providing probability and risk assessment
information for preliminary planning and alternative evalua-

tion of offshore oil and gas development. However, to ade-

quately assess the environmental consequences of offshore oil

and gas exploration, the spatial and physicochemical proper-

ties of a potential oil spill also need to be addressed. This

leads to the third influence listed above; dispersion and

weathering. One primary objective of the Task II effort con-
cerning oil dispersion modeling  was to evaluate, describe, and

recommend existing spreading and weathering algorithms that
would be implemented during our 1981 fiscal year studies.

The following sections of this report discuss wind field,
hydrodynamic and oil dispersion modeling, respectively. The
final section presents the approach to integrating the recom-

mended numerical techniques and algorithms and how they would

be applied to model the dispersion and transport of spilled

oil in Lower Cook Inlet and Shelikof Strait, Alaska.



2 . WIND FIELD MODELING

2.1 OBJECTIVES

It is important to accurately characterize the wind drift

component in an oil spill model because it  is usually a strong

function of time and space and tends to dominate surface mass

transport. Errors in the specifications of the wind field may

significantly alter a spill trajectory. The specification of

a realistic wind field over a nearshore, mesoscale region is

not an easy task because of complexities introduced by the

land-sea interface and inland terrain features.

This section describes the predominant flow regimes in

the region of interest, presents a wind field model which is

suitable for reproducing those flow regimes, and describes the

methodology for actually applying the model to the region.

The reasons for choosing the model and its strengths and

weaknesses are also outlined.

2.2 WIND FIELD MODEL CONSIDERATIONS

2.2.1 Flow in Lower Cook Inlet

Flow patterns in Lower Cook Inlet and Shelikof Strait are

primarily determined by the surrounding terrain (Reynolds et

al., 1979). Drainage winds are also important in the vicinity
of coastlines, but tend to be localized, extending only on the

order of twenty kilometers offshore.

There are four predominant wind directions in the area:

from the north-northeast (down Lower Cook Inlet), from the
south-southeast (up Shelikof Strait), from the west (through

Iliamna Gap), and from the east-southeast (from the Gulf of

Alaska) (see Figure 2-1). The northerly flows predominate in
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the winter, while the southerly flows occur more frequently in
the summer (Brewer et al., 1977).

Also present during most of the year is an elevated

inversion layer, with the underlying surface layer generally

500 to 1500 m in depth. Measurements of the temperature and
winds aloft in the Lower Cook Inlet and Shelikof Strait area

have indicated that the surface layer may frequently be
thought of as well-mixed vertically (Reynolds, 1980). This
surface layer is deepest during the summer since the air has

become vertically well-mixed as a result of its extended

contact with the warm ocean. During the winter, the surface
layer is much shallower because the cold, dry air from the

interior of Alaska has only had brief contact with the ocean.

2.2.2 Mesoscale Wind Field Models

In order to construct a surface flow field for this

region which would reproduce the complex, orographically and

thermally produced flows, ideally one ought to employ a full

three-dimensional mesoscale model. Examples of such a model
can be found in Mahrer and Pielke  (1976, 1977), Nickerson

(1979), and McNider et al. (1980). However, the major short-

comings of a high resolution, multi-level model are its

substantial cost as well as its input data requirements. A

model with smaller computational requirements which duplicates

the main results of the complicated model is an attractive

compromise.

A model which avoids the need for considering the ver-

tical dimension by following vertically uniform columns of air

below the inversion would seem to be very appropriate for the

Lower Cook Inlet and Shelikof Strait region. The model of
this type which has received the most extensive discussion,

analysis, and application was designed by Lavoie  (1972).



Lavoie (1972) found that there exists a well-mixed

atmospheric layer capped by an inversion during lake-effect

storms over the Great Lakes. Thus, a three-layer structure is

generated when cold continental air masses undergo surface

heating due to their passage over the warm lake water.

Daytime oceanic trade winds can be described as having a well-

mixed layer below 2 km in which the potential temperature and
wind fields are homogeneous in the vertical and the layer is

capped by an inversion. Lavoie (1974) modeled the three-layer
thermal structure which occurs when the trade winds flow over

a heated island. The three-layer thermal structure assumed by

Lavoie has been observed experimentally and applied analyti-
cally by various investigators. Burke (1945) made use of the
structure in his explanation of the transformation of polar

continental air to polar maritime air by a warm ocean. Asai
(1965) also considered this structure in his study of cold air

outbreaks over the Sea of Japan.

Lavoie’s model has also been extended by others to analy-

sis of the sea breeze flow (Goodin, 1976), forecasting of

regional air flow and pressure patterns (Keyser and Anthes,

1977), analysis of terrain influences on flow (Overland et al,
1979) and air quality impact modeling (Drake et al., 1971;

Kern, 1974; Keyser and Anthes, 1976).

Barrientos and Hess (1980) at NOAA’s Techniques Develop-

ment Laboratory (TDL), are currently developing an oil spill

trajectory model which includes a boundary layer flow model.

Only preliminary results are presently available, but this

model will be examined upon its completion for possible adap-

tation to Lower Cook Inlet.
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2.3 LAVOIE LAKE-STORM MODEL

2.3.1 Description of the Model

Lavoie (1972) developed a three-layer, mesoscale model to

be used in the analysis of lake-effect storms over the eastern

half of Lake Erie and its drainage basin. This model included

the surface influences of friction, heating and topography,

but did not include any moisture variables. The three layers

in the model are a constant flux layer at the surface (I), a

well-mixed, homogeneous layer (II), and a deep, stable uPPer

layer (III) (see Figure 2-2). The dry thermal structure at

the initial time is shown in Figure 2-3, where~ represents

the potential temperature (temperature that a parcel of air
would have if brought adiabatically from its initial state to

the standard pressure of 1000 rob.) and where Z is the altitude

above some datum plane (usually mean sea level) . Layer I is

characterized by a superadiabatic lapse rate (potential tem-

perature decreases with height) in which there is an upward

transfer of heat and a downward transfer of momentum; usually

this layer is arbitrarily assumed to be 50 m thick. In Layer

II, the lapse rate is dry adiabatic since the layer is assumed
to be well-mixed by strong winds and surface heating.

Finally, Layer III is a deep stratum possessing a constant,
stable lapse rate. It is possible, without violating the

derivation of the governing equations, to modify Layer I if

Layers II and III retain their basic character. That is,

Layer I could be either neutral or stable and its depth could
be any specified quantity. Hence, the applicability of the

model can be broader than originally intended if one is suf-

ficiently cautious.

In the Lavoie mesoscale model the pressure field is

determined by the density distribution alone without reference

to the motion fields; hence, the pressure field is always in

hydrostatic balance (see Ogura, 1963) . Estoque (1963)
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justified the hydrostatic approximation in a sea breeze model
through an order of magnitude argument for the vertical com-
ponent of the momentum equation. Hovermale (1965) justified

the hydrostatic balance for gravity waves induced by corru-
gated terrain if the square of the vertical wavelength is much

less than the square of the horizontal wavelength.

Hovermale’s analysis is applicable to Lavoie’s model and his

criterion is satisfied because the characteristic wave-length
in the horizontal is tens of kilometers while the charac-

teristic wavelength in the vertical is five kilometers or

less.

The initial set of equations for the Lavoie model con-

sists of the horizontal equations of motion for the wind field
(u, v), the hydrostatic pressure equation, the thermodynamic

energy equation for the potential temperature, the equation of
state for dry air, and the conservation of mass equation.

These equations are only applied in Layer II. Since Layer II

is homogeneous in the vertical, the above equations are inte-

grated vertically from the top of the surface friction layer

to the top of the well-mixed layer. The altitude of the top

of Layer II is denoted by h. Hence, the final equations con-

sist of a set which govern the behavior of the well-mixed

layer as a whole; the dependent variables are the wind field

(u, v), potential temperature, and the altitude h. The

average vertical velocity in Layer II is given by the con-

tinuity equation. These variables are functions of the hori-

zontal coordinates (x, y) and time t. For a given set of

boundary and initial conditions, this system is analogous to

the shallow-water equations of oceanography.

The influence of Layer I is represented in the above

system by parametrized terms in the momentum and energy

equations. That is, the transfer of momentum from Layer II to
Layer  I and the transfer of heat from Layer I to Layer II are

parametezized by the bulk aerodynamic formulation, see
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Priestly (1959) and Roll (1965). The influence of Layer III
on Layer II is accounted for in the horizontal pressure gra-

dient terms in the momentum equations.

The

1.

2.

3.

4.

5.

6.

7.

8.

The

major assumptions in the above model are as follows:

Neglect the effects of curvature of the earth;

Neglect the small contributions to the Coriolis

force due to vertical motions;

Neglect the vertical advection terms in the various

conservation equations;

Assume the pressure distribution is hydrostatic;

Assume the three-layer thermal structure (with

possible modifications in Layer I);

Assume the parametrized influences of Layers I and

III or Layer II;

Assume that the stress at Z = h is negligible com-

pared to the stress at Z = 2s and that the Wind is

geostrophic in Layer III; and,

Assume the vertical homogeneity of the physical

quantities in Layer II.

basic equations applying to a fluid parcel in the

mixed layer are:

D~ _  _Kf~-avp+  akr (1)
m– ~z

De – -LO ao ( 2 )
m- ~T ~

1 Da——= Voij+ a_w ( 3 )
a Dt 82

ap ._A (4)
~a

e = (YRk (5)R Pk-l
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where ~ is the

f is the
a is the

P is the

T is the

8 is the
CPis the

T is t h e
Q is the

w is the

g is the

R is the

R is the
K = R/CP

horizontal velocity vector

Coriolis parameter

specific volume

atmospheric pressure

eddy stress vector

potential temperature
specific heat for air

temperature
vertical heat flux

vertical velocity component

acceleration of gravity

specific gas constant

reference pressure

The equations solved by Lavoie (1972) in the mixed layer

are: Dv -Kfj - Fi—=
Dt -(h~h)fJ  +  ~(”-e’+h-h’))v’

‘;(’-’s) “ (*) ‘v’;g . ph$eo-e)
Dh—=wh+
Dt

(; ~),=,

h

where ~ is the shear in the geostrophic wind
hi is the initial height of the inversion

h is the height of the inversion

O~is the potential temperature at the base of
inversion

(6)

(7)

(8)

the

~is the vertical gradient of potential temperature
z’ is the top of the surface layer

Cd is the drag coefficient for momentum
Chis the drag coefficient fOr heat

0. is the potential temperature at the surface
w~ is the vertical velocity at the top of the mixed layer
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The terms in equation (6) represent acceleration due to

Coriolis forces, acceleration due to the pressure gradient
force, acceleration due to shear in the geostrophic wind~

acceleration due to horizontal gradients in the depth of the
mixed layer, acceleration due to horizontal gradients in

potential temperature, and acceleration due to drag forces.

The term in equation (7) represents time rate of change
in potential temperature resulting from convective heating

from below.

The terms in equation (8) represent change in the height
of the inversion base due to synoptic scale vertical velocity

there and a term to maintain the first-order discontinuity in
El at h whenever the inversion disappears.

Lavoie solved these equations iteratively until a steady

state solution was reached. This required use of the upstream

differencing algorithm for the advection terms.

2.3.2 Applications of the Model

Goodin (1976) used the model to study the sea breeze cir-

culation in Los Angeles. The return flow aloft generally
associated with the sea breeze is counterbalanced by large-

scale onshore flow aloft in Los Angeles. As a result, the

flow in the stable layer is nearly geostrophic. The model

calculated the surface temperature as a function of time of

day and surface characteristics using an iterative solution to

the surface heat balance equation. The onset, strength and

duration of the sea breeze near the coastline were predicted

well. Gradients in terrain and offshore flows were not

considered.

Keyser and Anthes (L977) modified the .Lavoie model to

accommodate time dependent solutions in order to produce  ~
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short term forecast. Energy-conserving parameterizations for

the entrainment of heat and momentum from the upper stable

layer into the mixed layer and for convective adjustment were

also introduced. The model was used with real-time data to
produce and verify a six hour forecast for the daytime over

the Middle Atlantic States. Spatially varying surface rough-

ness and terrain (Appalachian Mountains) were assumed as well

as a sinusoidally  varying sensible (turbulent) heat flux.

Comparison of computed and measured surface pressure and tem-

perature patterns indicated a generally realistic simulation.

Overland et al. (1979) modified the Lavoie equations by

placing the advective terms into flux form to maintain conser-

vation of scalar quantities. A staggered grid was also used
to avoid the numerical propagation of gravity waves. Terrain
was allowed to protrude above the mixed layer thus allowing
relatively steep terrain to be included. The model was

applied to Puget Sound basin in Washington state. The model
was able to reproduce the measured surface wind vectors on the

days simulated and seemed well suited for regions with

orographically forced flow regimes.

Drake et al (1971) used the Lavoie model to study the air

quality of the Four Corners area of the southwest. The study
met with limited success generally because of the rugged
terrain in the area (the mixed layer was required to follow
the terrain). Lavoie’s model was used almost unchanged.

Kern (1974) also used the model to analyze an air pollu-

tant trans~rt problem. Tritium data from the Savannah River
Laboratory were used in the study. A simple Gaussian plume

model and trajectory model with interpolated wind fields were
used in addition to the Lavoie model to compute the transport
of the tritium. The results obtained using Lavoie’s model
were substantially better than all except the retrospective

calculation which used the actual wind data.
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Keyser and Anthes (1976) used a version of the Lavoie
model similar to that described in Keyser and Anthes (1977) to

s t u d y  the s e n s i t i v i t y  o f  t h e  m o d e l  t o  v a r i a t i o n s  i n  c e r t a i n
important parameters. The model results were most sensitive

to vertical shear in the geostrophic  wind. Less sensitivity

to the height of the top of the model and stability of the

upper layer was found. Limited studies were made using a
passive contaminant.

2.3.3 Strengths and Weaknesses

Some of the advantages and limitations of the Lavoie

model (and its subsequent versions) have been discussed in the

previous sections. However, they will be summarized here.

It is most important to note that the Lavoie model is a

good compromise between computational cost and physical

realism. The vertical dimension has been removed which

substantially simplifies the problem. However, the major phy-
sical phenomena which affect the flow are still included--

topography, surface heating and roughness. As a result, the
input data requirements are reduced substantially.

As described in Section 2.2.1, the Lower Cook Inlet and

Shelikof Strait area seems to meet the requirement that the

atmosphere is well-mixed below the inversion layer (Reynolds~

1980) . Areas with atmospheric conditions which significantly

depart from this structure are not appropriate for modeling

with the Lavoie approach.

Since Layer III is passive, sea breeze phenomena which

produce a significant return flow aloft cannot be accurately

simulated. The land-sea breeze is not a significant feature
of the overall flow in Lower Cook Inlet (Reynolds, 1979).

Entrainment of mass from Layer 111 into Layer 11 was not

permitted in the original Lavoie formulation. Keyser and



Anthes (1976, 1977) and Overland et al. (1979) have modified

their versions to include this phenomenon.

The upstream differencing scheme which was used by Lavoie

(1972, 1974) is highly damping and as such is suitable only

for steady state solutions. The centered difference scheme
used by Keyser and Anthes is more appropriate for time depen-

dent solutions.

The most important limitation of the model in the Lower

Cook Inlet region may be the specification of the inflow boun-

dary conditions, since errors at the upwind boundary can pro-

pagate into the interior rapidly. The edges of the grid
boundary will have to be placed far enough from the region of

interest in order to avoid terrain interferences near the

boundary which could introduce anomalous gravity waves into

the calculation.
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3* HYDRODYNAMIC MODELING

3.1 INTRODUCTION

The influence of currents on an oil spill is of major

importance in determining the ultimate fate and behavior of a

spill. It will be assumed that the wind and current effects

may be completely decoupled (Wang, 1974; Ahlstrom, 1975;

Munday et al., 1970; Miller et al., 1975), as this leads to

considerable ease in the handling of the equations. There is

limited evidence (Schwartzberg,  1971; Reisbig, 1973) that the

two effects are non-linearily coupled.

A variety of methods have been used to specify the sur-

face current behavior and its influence on an oil spill. The

recommendation to use a hydrodynamic model for generating sur-

face currents in the study area is based on: 1) a desire to

evolve the oil dispersion model capabilities closer to a real
time forecast; 2) to increase the accuracy in modeling the

magnitude and variability of surface currents in spatial and

time dimensions. This latter point has been a major source of
subjectivity in past oil spill trajectory studies in Lower

Cook Inlet and Shelikof Strait. Currents would be calculated

in an objective fashion making use of physically measured data

to provide calibration and verification.

3.2 CURRENTS IN LOWER COOK INLET AND SHELIKOF STRAIT

The currents in the study region are dominated by tidal

and geostrophic effects with intermittent pulses presumably
due to atmospheric forcing (Muench, 1980). Cook Inlet has a

large tidal range, up to 25 feet in the upper reaches (Mungall

and Matthews, 1973), due to the combined effects of tidal

resonance and flow constriction. By contrast, there is a

tidal node situated between Kodiak Island and the mainland

caused by the tide advancing through both the Kenai and
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Shelikof Straits (Pearson, 1980). A coastal jet, specifically

the Kenai current (Schumacher, 1980), flows into the study
region from a southeasterly direction through the trench bet-

ween the Kenai Mountains and Kodiak Island. It has a signifi-

cant effect on the flow patterns in Lower Cook Inlet (Muench,

1980) . Residual currents in this region, apparent when tidal

effects are subtracted from current records, may be partly

attributed to directional fluctuations in the Kenai current.

In addition to tidal and geostrophic effects, freshwater

flows into Cook Inlet such as river discharges should be con-

sidered. River discharges generate currents directly, while

melt-water and precipitation runoff lead to salinity and tem-

perature gradients where mixing occurs with salt water. These

gradients cause density variation and hence induce baroclinic

currents. Temperature gradients are also induced by differen-

tial solar heating due to depth variations. Royer (1979)

concluded that precipitation and runoff are important to

coastal dynamics in the Gulf of Alaska region. However, as

yet, insufficient quantitative data is available to assess the
relative importance of these factors. The same difficulty is

meet when attempting to determine the influence and importance

of current stratification.

3.3 PREVIOUS STUDIES

A wide range of analytical techniques have been applied

to determine ocean currents ranging from use of published tide

and mean current tables to three-dimensional numerical models.

Stochastic models, which are commonly used in predicting tur-

bulence dominated motion, are not suitable in this case.

A number of investigations have been conducted involving

modeling the coastal waters of Alaska. Mungall and Matthews

(1973) developed a two-dimensional alternating-direction

explicit finite difference model to study the tidal dominated
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Upper Cook Inlet. The model’s salient feature, the use of
unequal grid spacings, allowed a greater resolution to be
achieved in a region of special concern. This approach to

current modeling is essentially the classical method in which

a solution to an approximated form of the Navier-Stokes

equations is sought. The equations result from mass con-
tinuity and momentum considerations. Mungall and Matthews

made the assumptions of a two-dimensional depth averaged velo-

city field and ignored the convective acceleration and inertia

terms.

An alternative to the classical approach is the diagnos-

tic model of Gait and Pease (1977). The dynamic method of

calculating geostrophic currents is an example of diagnostic
modeling. The model was developed on the assumption that the

required field input of salinity and temperature were easier

to determine than tide and current data required in a model

such as Mungall and Matthews. A combination of geostrophic

and Ekman dynamics is used in conjunction with the fluid den-

sity data to determine the baroclinic and surface Ekman flows.

The spatial resolution of the model is limited to the spacing
of the input data. The model also shows the marked effect of
bathymetry on flow which is particularly important in Cook

Inlet. The tidal currents would need to be superimposed.

Leendertse and Liu (1978) developed a three-dimensional

turbulent energy model for circulation studies in the Bering

Sea. A three-dimensional model is required where variation of

longitudinal velocity with depth substantially affects surface
f lows. In addition, knowledge of vertical velocities is

necessary in regions where vertical circulations induce sur-

face effects. Leendertse and Liu used a layered technique as

an approximation to the full three-dimensional Navier-Stokes
equations. The vertical dimension is modeled by considering

velocities at a number of horizontal layers.
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Other numerical oil spill studies involving hydrodynamic
models have generally used either available tidal and current

data explicitly, Blaikley et al. (1977), Murray et al. (1970),

Stewart et al. (1974) , or various two-dimensional depth-
averaged models, Premack and Brown (1973), Wang (1974) , Miller

et al. (1975).

3.4 CHOICE OF HYDRODYNAMIC MODEL

The important considerations in selecting the most suita-

ble hydrodynamic model are the dominant aspects of the flow

in the region, the accuracy and detail of available field
data, and the form in which the output will be used. As

coupled tidal and geostrophic currents are present, some form

of numerical model is considered necessary. The complex
bathymetry, density gradients, and possible stratification
suggest a full three-dimensional numerical effort be under-

taken. However, other considerations prevail. Field data
required to calibrate and validate such a model is not
available and a major effort would be required to collect such

data. It is not obvious that the vertical effects are signi-

ficant considering the approximations made elsewhere in the

proposed model. The study of Leendertse and Liu showed only
small vertical velocities in the neighboring Bering Strait

region. The operational cost of a three-dimensional model is

up to an order of magnitude greater than an equivalent two-

dimensional model. Finally, available three-dimensional
models are more research tools than state-of-the-art applica-

tion models. Consequently, use of a three-dimensional model
does not appear to be justifiable at this time.

The model of Gait and Pease attempts to avoid the pro-
blems of obtaining accurate current and tide data by using

salinity and temperature measurements. However, data are

required at a resolution corresponding to the intensity of the
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output required and would involve a considerable  amount of

field measurement throughout the region. In addition, tidal
currents would have to be calculated and added separately.

Problems were encountered due to shelf wave phenomena which,

due to the trench and shelf topography of the study region,

could also occur if the model were applied to Lower Cook

Inlet.

Although current and tidal data is required for a
“classical” hydrodynamic model, such as that of Mungall and

Matthews, it is only required for use as boundary conditions.

Such data is presently available. Therefore, a two-dimen-
sional depth-averaged model capable of handling both tidal and

current boundary data appears to be the most suitable form of

hydrodynamic model for the study as it is presently conceived.

The form of the output required from the hydrodynamic

model is dependent upon time scale considerations involving
the complete oil spill model. Repeated applications of
currents calculated for, say, an M2 tidal cycle would not
include the effects of residual current fluctuations and
longer tidal cycles which may prove to have a significant
impact on the fate of an oil spill. These time scale con-
siderations would be resolved during validation of the
complete oil dispersion model.

3.5 TIDAL2

The hydrodynamic model proposed for use in the study is

the Dames & Moore numerical model TIDAL2 (Runchal, 1977).

This model is based on the classical shallow water equations

(Stoker, 1957) which can be shown to be related to the Navier-

Stokes equations. The equations are solved by means of

Integrated Finite-Differences (IFD) similar to that used by

Leendertse  (1970). The salient features of the IFD technique
are ease and economy of application and numerical stability.
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The numerical scheme is space-staggered, split time level, and
semi-implicit. As with the model of Mungall and Matthews,

unequal grid spacings may be used to optimize resolution in

specific regions of interest.

TIDAL2 has been successfully applied to a number of stu-

dies including circulation in Kanahoe Bay, Hawaii (Dames &

Moore, 1977), and determining velocities and stage heights in

a tidally dominated river in Florida (Dames & Moore, 1979) .

Boundary data is accepted either as current or tidal measure-

ments and sources equivalent to inflow of rivers or runoff can

be incorporated. The model is calibrated to reproduce field

measurements by adjustment of empirical bottom friction

coefficients.
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4. OIL DISPERSION

4.1 PRCCESSES OF OIL DISPERSION

MODELING

The processes recommended for inclusion in the oil

dispersion model are those that have a major impact on the

ultimate fate of a two-dimensional surface oil slick. The

recommended algorithms for modeling these processes are only

as sophisticated as knowledge of the environmental conditions

and process interactions at present will reasonably allow.

The processes considered in the recommended oil dispersion

model are: a combined balance-of-force and Fickian diffusion

approach to spreading, wind and current coupled advection;

empirical surface evaporation flux; and vertical dispersion

(oil in water emulsification).

Many other physical, chemical, and biological phenomena

are involved in the spreading and transport process. Some of

the physical processes not included in the model are: source

motion, waves, water surface slope? dissolution~ direct air-

sea interaction (bubble bursting), sinking, sedimentation, tar

lump formation, etc. Chemical processes not considered

include microbial degradation~ uptake by organisms~ biological

dispersants and supermicrobes.

A full treatment of the relative impact of the above pro-

cesses on the fate of a surface oil slick is beyond the scope
of this study. However, the interested reader can consult

such work as Kolpack (1977) , Kuipers (1980), or MacKay and

Patterson (1980) for details of proposed modeling techniques,

the interactions and complexities, and the relative importance

of each process.

cesses which have
for the simple

modeling does not

It should be kept in mind that several pro-

not been included in the model were left out
fact that data necessary to perform the

and would not exist for the.area of concern.

Therefore, inclusion of the process using assumed or estimated
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values was deemed undesirable in that an unknown error would

be knowingly introduced. The following sections briefly

discuss the processes and algorithms recommended for inclusion

in the dispersion model.

4.2 SPREADING

4.2.1 General

Among most applied oil spill studies an important dif-

ference exists in the method by which spreading is modeled.

Basically, this difference is whether to treat spreading as a

dispersion process or by a balance-of-force approach. The

following paragraphs discuss the strengths, weaknesses, and

applicability of each approach to modeling spreading of oil on

water.

4.2.2 Balance-of-Force Approach

Fay (1969) had considered the spreading phenomena as a

balance of the forces acting on a slick; gravity, inertia,

viscous, surface tension. H: concluded that the spreading

process on a calm sea could be characterized by three time

dependent regimes corresponding to the dominant influence

acting on the slick at that time.

The different slick growth regimes and their respective

acting physical forces are listed below:

Fay’s Spreading Model

Regime I II 111

Spreading force gravitaticmal gravitational surface
tension

Retarding force inertial viscous viscous
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Figure 4-1 shows the spreading regime for a 10,000 ton
oil spill. Spreading terminates when the oil slick diameter

reaches a maximum size in Regime III. Based on Fay’s results

the maximum slick radi,us is predicted  to occur when:

r = 80.37 n3/8 (9)

where r is the radius (in meters) of a circular coherent oil

slick and n is the number of barrels of spilled oil. The time
(in minutes) required to reach this maximum radius is pre-
dicted by:

ts = 52 (n)O*482 (10)

Figure 4-2 shows the duration of the different spreading

regimes as a function of the volume of oil spilled. The vali-
dity of Fay’s basic approach has been partially demonstrated

by several laboratory studies (i.e., L e e ,  1971; Hoult et al . ,

1970) .’ However, field data from Conomos (1975) showed that

Fay’s theory applied to non-laboratory conditions greatly

underestimates slick growth (Stolzenbach,  1971). Fay ts

approach considers spreading on a calm, smooth sea, and
dispersion by oceanic turbulence is ignored.

4.2.3 Dispersion Approach

The basic concept behind the dispersion approach in
modeling spreading is that the physical spreading processes

related to oil properties (density differences and surface
tension) are subordinate to the effects of shear on the slick
boundary produced by random motions in the water.

Murray (1972) presented an approach in which he assumed
that spreading can be represented by a Fickian type diffusion

process in which the actual forces responsible for spreading

the oil are the eddy stresses. The solution or concentration



c at any point (x) for any time (t) is given by solving the

governing equation

(11)

where K is the diffusion coefficient.

The solution to equation (11) in one dimension in an

infinite medium, for an instantaneous release of mass (m) is

the well-known gaussian distribution

(12)

Kennedy and Wermund (1972) noted that a real oil slick

had the same shape as predicted by Murray’s theory.

Fi,gure 4-3 shows a comparison between an observed slick

outline and slick outlines predicted by Fickian diffusion
theory and surface tension theory. It can be seen that
spreading of oil is reasonably well defined using the

“diffusion” approach dependent on horizontal eddy diffusivity

K (Murray, 1972).

Most

other for

spreading

investigators have chosen to use one approach or the

modeling spreading of an oil spill. However, both

and dispersion processes may be important in deter-

mining the overall

scales measured in

existing techniques

prediction of what

growth of a slick particularly for time
a few days. It has been estimated that

provide at best only an order of magnitude

an actual oil slick will attain in size

(Stolzenbach et al., 1977) .

Figure 4-4 shows a comparison of predictions of slick

size using Fay’s spreading approach and an oceanic dispersion

approach. While both methods seem to underestimate slick size
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for time longer than a day, the dispersion method give results
closer to the field data than Fay’s approach.

4.2.4 Combined Balance-of-Force and Dispersion Approach

Another approach to model spreading is to

balance-of-force and dispersion separately and
them to obtain a total rate of growth. In this

use of the term spreading is defined to be the

slick due to a balance-of-force approach. This

be represented in mathematical terms as follows:

ndR HdR HdR— = — +—

consider the

then combine

context, the

growth of a

approach can

(13)

‘dt-J total Ldtl Ldt-J dispersionspreading

where ~dt is the rate of radial growth of the slick

R is the radius of the slick

t is the time.

Stolzenbach (1977) expressed the rate of growth due to
spreading by considering a balance of the spreading forces:

gravity, surface tension, viscous, and dynamic pressure. The

rate of growth due to dispersion was modeled using the results
of Okubo (1967) on oceanic dispersion (eddy diffusivity pro-
portioned to the 4/3 power of the cloud size).

Alhstrom (1975) developed one of the earlier models that

simulated spreading by a combination of dispersion and

balance-of-force processes. Spreading was simulated in this

model by the random motion of oil patches using a statistical

treatment of turbulent diffusion. The position of the patches

at any time have the same gaussian distribution as the con-

centration of oil would have by solving the diffusion

equation. Dispersion was therefore treated as a hornogeneaus

Markov random process. The dispersion coefficient was assumed



to be a constant, the sum of a turbulent eddy dispersion
coefficient DE and an “equivalent” dispersion coefficient D+.

The equivalent dispersion coefficient, D~ is calculated

using Fay’s relationship for final slick size and time “ts” to

reach it. Thus, D+ is representative of the balance-of-force

approach and is only a function of the initial slick volume.

For t>tS, Do is taken as zero.

This approach is attractive because it accounts for both

spreading and dispersion processes. However, several weak-
nesses are apparent. First, assuming a Brownian-like random
motion dictates that the diffusivity coefficients D+ and DE~

are functions of neither time or space. Secondly, the direct
summation of D+ and DE to obtain an apparent diffusivity con-

stant cannot be supported by any physical reasoning. Also,
questions remain as to whether the different phases of the
spreading of oil can be treated as “random” processes. For
example, the gravity phase is likely to be more “deter-
ministic” than “stochastic”.

These weaknesses can be ameliorated to a degree by con-

sidering random diffusivity, but using a variable diffusivity
coefficient. This coefficient would be variable in time, at
least for the oceanic dispersion phase, and in space. This
treatment would allow simulation of some anisotropic effects

such as slick elongation.

Even though the methodology discussed above cannot be

entirely supported on a theoretical basis, it is believed that

this approach could provide the best estimate of the governing
spreading processes.

As a first estimate for DE, the oceanic dispersion coef-

ficient as is given by Okubo (1962) is recommended (see
Figure 4-5):
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DE = 0 . 0 0 2 7  (t)l*34

where:

DE is the oceanic dispersion coefficient (cm2/see)

t is time (see).

‘O ‘ the spreading diffusivity coefficient, if assumed

constant with time, has been computed by Sahota (1978) using

Fay’s results as:

‘CP = 2300(n) ‘*268 (cm2/see) (15)

where:

Do is the diffusivity coefficient (cm2/see)

n is the number of barrels of spilled oil.

The total spreading/dispersion coefficient, Kr, for the

case of an isotropic spread, would be given by the direct sun~

of the above coefficients as:

for t< ts; where ts = 3120 (n)O-482

l{r = 2300(n) 0“268 + 0.0027 (t)1=34 ( 1 6 )

for t~ts

Kr = 0.0027 (t)1=34 (i7)

where:

n is the number of barrels of spilled oil

t is the time in sec

Kr is diffusion coefficeint in cm2/sec.

4.2.5 Directional D i s p e r s i o n

Most dispersive models Presume a Circular slic~~ but

reports have shown slick elongation in the direction of the

wind (see Figure 4-6). The reason for this is not yet clear

(Kuipers, 1960). However, it may result from the non-uniform
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velocity profile in the oil layer (Figure 4-7) which has been
shown to increase dispersion in the direction of advection

(longitudinal dispersion) (Taylor, 1953). Dispersion of an
oil slick in open water should then be modeled as a com-
bination of spreading, lateral dispersion (eddy), and longitu-

dinal dispersion (differential advection).

Garven (1978) suggested the use of anisotropic  dispersion

coefficients to simulate an elliptical slick. Elongation of

the slick was considered to be a function of time. Analysis
of field data provided an empirical formula given by:

P = -0.175 loglot + 1.168 (18)

where p = ratio of the minor to major axis of a slick

t = time (in seconds).

It can be seen that p decreases with time, but reaches a

constant value of approximately 0.15 in a week or so.

For a dispersive cloud, the standard deviation of a par-
ticle position is related to the dispersion coefficient by:

(the diameter of the cloud d is often taken as 6a ).

Rather than describing the diameter of a slick using a

single size parameter, Or 2 (radial variance of particle posi-
tion), an elliptical spill may be characterized by two such
parameters UX , aY (where x and y are respectively the major
and minor axes of the slick).

The elongation, p , may now be defined as:
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and OX and OY may be related to the radial variance by:

( 2 1 )

Combining the relationships from equations (20) and (21)8 an

implicit relationship , for CX and aY can be derived and is

given as:

( 2 2 )

~Y =  pox ( 2 3 )

From the above equations, it can be seen that the anisotropic

dispersion

equivalent

meter as

coefficients can be expressed as a function of the

isotropic coefficient Kr and the elongation para-

given below:

K x = Kr/2p (24)

KY = pKx = Kr/2 (25)

The random portion of the slick movement can be obtained
by combining a random motion in the direction of the deter-

ministic transport obtained using a dispersion coefficient Kxt

and a random motion in the perpendicular direction using a

dispersion coefficient Ky.

4.3 ADVECTION

4.3.1 General

Advection of oil floating on water is a result of the

combined effects of wind, currents, and waves. Investigators

have generally considered only wind and current effects on the

transport of oil and either disregard the influence of waves

or, in fact, implicitly include it in their surface wind drift



relationship. Controversy on the comparative influence of

these different effects still exist, but most studies

generally agree that the final or resultant surface drift
magnitude is in the range of 3.0 to 3.5 percent of the local

wind speed.

4.3.2 Speed

Shemdin (1972) suggested on the basis of his laboratory

data that the surface drift was essentially a wind induced

shear current. On the other hand, Bye (1967) and Kenyon

(1970) concluded from their analyses of oceanic wave data that

the surface drift was primarily a wave induced mass transport.

Wu (1975) presents a comparison of the variation of wind

induced surface drift and wave induced surface drift as a

function of the fetch length (see Figure 4-8). The sum of the
two is the total surface drift and can be seen to be approxi-

mately independent of the wind fetch length with a magnitude

OP the order of 3.5 percent of the wind velocity for long

fetches.

Additional uncertainty in predicting wind induced surface
drift occurs when net or tidal currents are present.

Schwartzberg (1970) and Plate et al. (1970) studied the com-
bined effect of current and wind drift. They concluded that

the total surface drift cannot be determined by the simple

superposition of current and wind induced drifts.

Tsahalis (1979] reached the same conclusion that the sur-

face drift due to the combined action of currents, winds, and

waves cannot be determined by the superposition of the

separate drift components. Using a flume and wind tunnel for
the experimental design and assuming a scaling law relating

model to prototype conditions, empirical formula were obtained

relating the surface drift current to a function of 10 meter
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wind speed and current speed~ for co-current and counter-
current conditions. These relationships were expressed in
terms of non-dimensional groups, (T-C)/C and U1O/Ct where T is

the total drift, C is the current speed, and U1O is the wind

speed at 10 meters above the water. Table 4-1 presents the

resulting empirical relationships for a variety of wind and

current conditions. Figure 4-9 presents the experimental

results and the empirical fit to the data.

Tsahalis’ approach applies only when wind, current, and

wave directions are colinear. Deflection effects were not
studied in his work. Nevertheless, as a first approximation
Tsahalis’ approach can be used for the component of the

current parallel to the wind. The component of the current

perpendicular to the wind can be assumed to contribute a com-

ponent surface drift of the same direction and magnitude.

4.3.3 Deflection

The deviation or deflection angle that the wind imparts

to the surface drift is still a controversial subject.

Observations of oil spill trajectories, either real (Smith~

1968) or simulated (Teeson et al., 1980), have consistently
shown the deflection angle to be on the order of 10° or less.

Madsen (1977) , using a simple assumption of a linear

increase in vertical eddy viscosity, arrived at a relationship

predicting the surface drift magnitude and direction as func-

tion of wind velocity. Inspection of his results show that

assuming a surface drift of 3 percent of the wind speed and a

deflection angle, 6 = 10°, provides a reasonable approximation
over a wide range of conditions. This approach was based only

on wind induced surface currents and the effects of currents
or waves were not included in the investigation.



Kondo et al. (1979) arrived at slightly different results

which showed the surface drift magnitude approximately 25 per-

cent larger than given by Madsen and the deflection angle at

around 170. As with Madsen’s, Kondo’s theoretical work is not
directly applicable for predicting oil slick movement in a

complex sea. Only the component of the surface drift due to

the wind was analyzed and the effects of waves and net and
tidal currents were ignored.

Field observations show in most cases a very small

deflection of the surface drift to the right of the wind

direction. The magnitude of this deflection is on the order

of a few degrees which is negligible considering the uncer-

tainty in the prediction of the local wind direction

(Stolzenbach  et al. , 1977) .

At present a deflection angle of 0° seems appropriate to

adopt considering the available field and theoretical results

and in view of the uncertainty of the overlying driving wind

field itself. Coriolis force acting on an oil slick is orders
of magnitude smaller than the shear forces acting on an oil

slick and can be neglected.

4.4 WEATHERING

4.4.1 General

Weathering is a time dependent process which changes phy-

sical and chemical properties of spilled oil due to exposure

to natural elements. Weathering is a general term that covers

a variety of complex processes which are strongly interrelated

and therefore, should not be considered independently.
However, due to the great complexity of this phenomena there

have been few attempts to model the complete weathering pro-

cess based on field or theoretical research. To date, the
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most generally accepted approach is to separately quantify the
most important weathering factors.

Evaporation is nearly always the single most important

weathering process during the first few days of an oil spill.
However, the importance of natural dispersion has been clearly

demonstrated both in experimental spills and in recent, larger

spills (Bravo blowout, Ixtoc I blowout, and the Amoco Cadiz

oil spill) (Audunson, 1980). Dispersion of oil into the water

column below the surface can be important during any stage of

the life of an oil slick. Other weathering phenomena such as

sinking can become important in later stages of an oil spill

and cannot be neglected if the history of the spill is needed
for time periods greater than a week or so. Weathering pro-

cesses such as biodegradation and photo-oxidation are unlikely
to be an important factor in removing significant quantities

of oil (Berridge et al.? 1968), particularly in early stages

of an oil slicks exposure.

The primary loss of oil from an oil slick, based on

available literature and field experience is due to evapora-

tion to the atmosphere and dispersion into the water column.

The uncertainty in modeling evaporation and dispersion pro-

cesses with state-of-the-art procedures is large enough that

attempts to model losses due to other weathering processes

will not improve the overall accuracy of the result.

4.4.2 Evaporation

Hydrocarbon evaporation rates are affected by composi-

tion, surface area, and physical properties of oil; wind

velocity; air and sea temperatures; sea state; and intensity

of solar radiation (Wheeler, 1978).

According to Sivadier and Mikolaj (1973)? rough sea con-

ditions can triple the early rate of evaporation over calm sea
conditions for similar wind speeds.

430



A number of investigators have developed empirical formu-
las to calculate the evaporation rate of hydrocarbons from a

mixed hydrocarbon substrate. However, no standard formulation
has yet been adopted and most models use their own coeffi-

cients based on experimental results. Some measure of agree-

ment has been reached in that the resultant coefficients used

in the various models are quite close to one another (Yang and
Wang, 1977).

Recent studies of Yang and Wang (1977), Sahota et al.

(1978), and Audunson et al. (1980) use the same analogy to the
molecular diffusion process to express the evaporative flux

D of one component in the slick:

D = KP/RTs (26)

where:
K is the evaporative mass transfer coefficient

P is the hydrocarbon vapor pressure
R is the gas constant

Ts is the absolute temperature of the oil slick.

A standard formulation of the coefficient K which ac-

counts for significant environmental factors has not yet been

accepted. Sahota (1978) used a value of K which was obtained
from experiments done by Mackay and Matsugu (1973):

K = a U b

where:

U is the wind speed

a and b are experimental constants.

{27)

Yang (L977) proposed a different relationship:

K = a A b ecu (28)
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where:

A is slick area

U is wind speed
a, b, and c are experimental constants.

Audunson (1980) suggested a relation of the form:

K = (a + bU)\6 (29)

where:

U is wind speed

d is oil thickness

a and b are experimental constants.

The above relationships are very similar and differences

are negligible in view of other phenomena influencing evapora-

tion which are not accounted for in these models. These phe-
nomena include sea state (white capping), weather (rainfall,

hail storm, solar intensity), inhomogeneity in slick com-
position, etc.

It is believed that unless a spill is extremely large, ,

the influence of slick area on evaporative flux will be negli-
gible. As a first approximation and in agreement with state-

of-the-art evaporation modeling~ given the uncertainties that
currently exist, it is sufficiently accurate to relate the

coefficient K only to wind speed.

For these reasons, the methodology developed by Mackay

and Leinonen (1977) and used by Sahota et al. (19781 to COm-

pute evaporative losses is recommended for use in the concep-

tual model. This method has been recently calibrated (Mackay

and Patterson, 1980) using Canadian crude oil.

The evaporative flux EF is given by:

E F ‘ Ke Ci pi / RT (mol.cm-2 see-l) (30)
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where:
Ke = evaporative mass transfer coefficient

(cmesec-l)
Ci = concentration of ith component in the oil

(mole fraction)

Pi = pure component vapor pressure at the oil tem-

perature
R = universal gas constant
~ = air temperature above the oil slick.

A relationship giving the evaporative mass transfer

coefficient, Ker has been obtained from experiments by Mackay

and Matsugu (1973):

Xe = 0.005 UO”78 (31)

where U is the wind speed in cm/sec.

This simplified approach to evaporation modeling requires
knowledge of the chemical composition of the spilled oil. For

computational purposes, the oil is divided into its principal
components, volatiles and nonvolatile, and after computing

the evaporative losses, the quantity of oil evaporated is
removed from the slick.

Associated with the evaporation model is monitoring an

oil slick’s density which will enable prediction of a slick’s

tendency to sink, as evaporation removes lighter fractions.

4.4.3 Dispersion (oil in water emulsification)

hJatural dispersion (vertical) is the forcing of oil par-

ticles from the surf,ace into the water column due to tur-
bulence such as caused by wave action. Dispersion in the

water column, as emulsification, depends on oil composition

and sea state (Wheeler, 1978).
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There have been few field studies in which subsurface

concentrations of oil have been measured. Freegarde et al.

(1971) and Forrester (1971) reported very small concentrations
of hydrocarbons below a slick. In these cases, dispersion

accounted for on~y a few percent of the total oil mass
(Stolezbach et al., 1977). On the other hand, results of

experiments done at Warren Spring Laboratory on North Sea and
Kuwait crude oil indicated that approximately 30 percent of

the original mass of an oil slick could be lost in the first

24 hours in a medium sea state (Blaikley et al., 1977). The

apparent discrepancy between the results of these studies lies

in the fact that dispersion depends strongly on the intensity

of turbulence.

Raj and Griffiths (1979) studied the probability density
distribution of oil droplets subjected to ocean turbulence by

looking at the equilibrium of turbulent pressure against buoy-
ancy and surface tension forces. The results of this work,

indicate that a 3.0 meter mirlimum sea state, defined by signi-

ficant wave height will tend to initiate globular vertical

dispersion of oil. This suggests that dispersion can be

negligible in calm seas or of major importance during bad

weather.

Several approaches have been

the rate of oil dispersion into the

of sea state and time. Blaikley et

used to model or quantify

water column as a function

al. (1977) gives estimates
of loss-rate ranges for initial spill conditions and also

aft~r three and five days at sea (see Table 4-2) . The

decrease of loss rate with time attempts to account for the

effects of increased oil viscosity due to weathering and also
the formation of “chocolate mousse”. This approach has been

used in the oil spill computer model “Sliktrack” developed at

Shell International Petroleum Maatschappij (Blaikley et al.,

1977) ●



Audunson et al. (1980), in the “SlikForcast” model
derived from “Sliktrack”, used a range for the dispersion con-

stant for the first 10 days dependent on a given sea state. A
value of zero percent was conservatively assumed for the

dispersion constant after 10 days (see Table 4-3).

The values used in the “SlikForcast”  model were estimated

from the following empirical formula:

2
a

( )
=aO~ ( 3 2 )

U.

where:

a,dOare the natural dispersion rates (day-l) for wind

speeds U,UO (m/s) respectively. (For Ekofisk crude

oil the value of aO is estimated to be in, the range

of 0.10 to 0.15 day-~ for UO = 8.5 m/s.)

Sahota et al. (1978) used the results of Holmes (1977)

a n d  131aikley e t  a l . (1977) which assumed values of 15, 25, 35,
and 45 percent natural

to low (2), medium (4),
Sea state respectively.

dispersion loss per day corresponding

high (7), and very high (7+) 13eaufort

Considering the lack of accuracy in the methodology and

estimates used to model dispersion, it is recommended that the
Audunson formula as given by equation (32) be implemented

assuming a maximum value of a = 0.6 day-l. It should be noted
that dO , depending on the specific oil characteristic, is

only known to a 50 percent accuracy and, therefore, a cannot
be expected to be estimated within an accuracy of, say, 100

percent.
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TABLE 4-1

DRIFT COEFFICIENT EXPRESSIONS

The drift coefficient ( ~ ) is given as a function of

‘1O by the equations identified below based on the range of
c

the value of u10, where
c

T = total drift

c = current velocity

‘lo = wind speed 10m above the water surface.

RELATIVE CURRENT DIRECTION
Coefficient Countercurrent Cocurrent

(in direction(opposite direction

of wind) of wind)

if ‘1O is (-ooto - 3 5 )  ( - 3 5  t o  o - )

in the

range of

(O+to 20) (20 to +Co)

then

T-c is calculated 1 2 3 1
T from equation

()‘lo ~
1) q = 0.033 y -

2)== -1.88 x 10-2

c

-2.24 X 10 - 5

3) == - 1 . 6 7  X  1 0- 3

c

- 7 . 5 6  X  1 0
- 5

- 1 . 5 3  x  1 0 -3

()’10 3

T -

-4.00 x 10-3

()‘lo 3
r-

()’10 - 1 . 7 8  X  1 0- 3

( )
‘lo 2

T 7

( )
‘lo +3.30 x 10-3

( )
‘lo 2

T 7



TABLE 4-2

NATURAL DISPERSION EFFECTS

Percent Oil Lost/Day

SEASTATE DAYS : 1-3 4-5 6 plus

Low 10-30% 5-15% o-5%

Medium

High

Very High

20-40% 10-20%

30-50% 20-30%

40-60% 25-35%

o-7%

o-lo%

o-lo%

(From Blaikley, et al., 1977)

TABLE 4-3

EXAMPLES OF DISPERSION CONSTANTS
(EKOFISK CRUDE)

WIND FORCE m,/s O-8 7-13 13-20 >20

Dissipation First 10 days 1-9 5-23 20-46 40-59
constant A’
in % per da?

(From Audunson, 1980)
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FIGURE 4-I: SLICK SIZE AS A FUNCTION OF TIME FORA 10,000 TON
SPILL (FAY, 1969).

1

i n e r t i a l

.

/

/
-_+_+__

t i m e  (h r )  -—>
Do

FIGuRE 4-2: OuRATION OF SPREADING REGIMES (HOULT, 1972).
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NOTE :

FIGURE

THE CURRENT SPEED, Uest, IS ESTIMATED AT THE AVERAGE
VALUE FOR THE INCIDENT (30 CM/S) FOR THE TURBULENCE
THEORY, AND ESTIMATED AT 5 CM/S FOR THE SURFACE TENSION
THEORY TO MAXIMIZE POSSIBLE AGREEMENTS BETWEEN FAY’S
THEORY AND THE OBsERVATION  (MURRAy, 1972).

_.——- —-—— —
———”” surface tension theory

4-3: COMPARISON BETWEEN OBSERVED AND PREDICTED SLICK OUTLINE USING
FICKIAN DIFFUSION THEORY AND SURFACE TENSION THEORY OF FAY.

4 3 9



T IME (SECONDS)

A
A
9

10 100 1000 I 104 ~05 I 106 107

I1 I I J I I I 1

10 -

100 -

103 -

104 -

105 .

\

\\

“’$+-Y3*
s ‘1

\\

SPREADING (FAY)
A ● \

9,

.\ \

A  “~dlo~”o 2 x 104 TON OIL (TORREY  CANYON) m M
● 110 BBL OIL/WATER
s 90 BBL OIL OA 000
m 30 BBL OIL/WATER
a 25 BBL OIL/WATER “ !“*%Y. ~DISPERSIONAS PREDICTED

‘- BY OKUBO USING 4/3 POWER4 80BBL OIL” \
a SANTA BARBARA ‘\ LAw

I SOURCE: NAS (1975) P. 44

~06 1

* (VOLUME OF SPILLED OIL)

FIGURE 4-4: COMPARISON OF THEORETICAL ANI) OBSERVED SLICK SIZES

(sToLzENBAcH,  ET AL, (1977)).—



[1
,~13 *

-i
~3 OFF
1+ CAPE
W5 KENNEDY
● 6

1012
t

O t4Ew YORK BIGHT

2

~1

@o
u, @b

(cm2)
@e OFF
!36 CALIFORNIA

1o11 : :

1 ‘~’ BANANA RIVER

:’: MANOKIN RIVER

I o! 01-

0

DO km

10km

I km

00 m

?

FIGURE 4-5: SURFACE  DYE PATCH SIZE, o-, AS A FUNCTION OF TIME (OKUBO, 1962).

441



U w

o-Uo * U)y

oi~

Uw *

OIL SLICK AT TIME t=tO OIL SLICKAT TIME t=tl>tO

u“ SURFACE MATER VELOCITY

U* SURFACE OIL VELOCITY

FIGURE 4-6: PLAN VIEM OF OIL SLICK ELONGATION

woter

FIGURE 4-7: VERTICAL RELATIVE OIL VELOCITIES

442



1 I I I I I I I
\.

total  surface drift current
\
\
\
L,

\\\

\

wave-induced surface drift

\

\
\
\

\ \
L,

\%
lJo  (m/s )

%-

1
- -

5- - - - -  -

—lo—
wind-induced surface drift

—“-20–”–

I I 1 I
10-2 10-’ 10° 10’ 102 103

fetch, 1 (km )

FIGURE 4-8: WIND-INDUCED SURFACE DRIFT CURRENT VARIATION
WITH FETCH (WI, 1975).

443



0.8

0.6

0.2

/

0°
e

P
/

-1.2

-1.4

-1.6

/o

5 10 15 20 25

Ulo
c

o “10y->o.+>0

Q “lo-y <o.+>0

Uloo - <0.+-=0
c

“ l o
e - y  < o , -+<0

T=SURFACE DRIFT
C=CURRENT  SPEED

U1O=WIND SPEED 10 M
ABOVE THE SURFACE

FIGURE 4-9: SURFACE DRIFT RATIO (T-c)/C VERSUS U1o/C (FROM
TSAHALIS 1 9 7 4 ) .

4 4 4



5. MODEL INTEGIWTION AND APPLICATION

5.1 GENERAL

This section summarizes the oil spill dispersion modeling

recommendations for Lower Cook Inlet and Shelikof Strait,

Alaska. The integration of the separate components will be
presented and their application discussed. It should be

reemphasized that the model is in a conceptual state and as
such the finer working details are not at present available.

This conceptual model embodies state-of-the-art technology

tempered with regional characteristics and data accuracy,

coveraget and availability considerations which when imple-

mented will result in a significant advancement of oil spill

modeling capabilities for OCSEAP and BLM programs.

5.2 WIND FIELD MODEL APPLICATIONS

The typical flow patterns in Lower Cook Inlet and
Shelikof Strait were described in Section 2.2.1. It was indi-

cated that a vertically integrated mixed-layer approach could
be used for this region. The envisioned methodology for

calculation of the wind field will be discussed in more detail

in this section.

In order to compute the contribution of the wind drift to

an oil slick’s movement, the oil spill transport model
requires specification of sea surface wind velocity, U1O, at

each grid point. For specified atmospheric stability and sur-
face roughness conditions, the sea surface wind, U1O, can be

related to the 50 m wind velocity which will be computed

using the Lavoie model. Irwin I

law approach to this calculation
have determined the relationship

The sea surface wind velocity, U1

1979) has described a power-

while Businger et al. (1971)

using a similarity solution.

~, will .be computed following

each calculation of the 50 m winds.
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The mixed-layer model will use the basic equations origi-

nally derived by Lavoie except that improvements incorporated

into the code since that time by Keyser and Anthes (1976,

1977), Goodin (1976), and Overland et al. (1979) will be

included. The modifications which will be included are
improved parameterizations of the entrainment mechanism from

the stable layer to the mixed-layer, a more sophisticated sur-

face temperature calculation and improved treatment of flow

over and around steep terrain, i.e., terrain will be allowed

to protrude above the mixed-layer. The model will then incor-

porate the best features of the various mixed-layer approaches
developed to date.

The mixed-layer model is envisioned to run in a diagnos-

tic (steady-state) mode. Given the required input data
(pressure gradient or geostrophic wind) at the 850 mb level,

the model would be run to a steady state solution. Steady

state solutions of this type resulting from different upper

level flows could be generated and stored. These stored wind

fields would then be used in sequence for a multiday period.

If one selects the upper level wind data corresponding to a

particular weather type cataloged by Putnins (1966), then

these types could be related to the resulting wind fields.
Since Putnins’ classification of each day between 1945 and

1963 is known, individual representative days or a specific
sequence of days could be selected for computation.

This diagnostic use of the Lavoie model would also be

appropriate for eventual use in a near real-time mode if the

required upper level pressure gradient or geostrophic wind

data could be obtained. Key inputs to this calculation are

the forecast values of wind velocity, temperature, and rela-

tive humidity available from the National Weather Service.

These variables are forecast for 12, 24, 36, and 48 hours in

the future using the Limited-area Fine Mesh (LFM) model

(Gerrity, 1977) which is run at the National Meteorological
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Center in Washington, D.C. The LFM calculations are performed
every 12 hours (at OOZ and 12z) using radiosonde data

collected throughout North America at those times. The

variables are computed on a SO x 50 grid with horizontal

spacing of 160 km (see Figure 5-l); the vertical levels are

850 mb (1,500 m), 700 mb (3,000 m), and 500 mb (6,000 m). The

computed values are not available until approximately 4 hours
after the data collection times as a result of processing

delays. The computed variables at 850 mb and possibly 700 mb
would be the upper boundary values for the mesoscasle model.

Figures 5-2 through 5-4 show typical, computer-generated

pressure surfaces from the LFM model. Figure 5-2 shows an 840
mb pressure surface with some data points indicated, Figure

5-3 shows a 500 mb pressure surface with no data points, and

Figure 5-4 shows a close up of Figure 5-3.

5.3 HYDRODYNAMIC MODEL APPLICATION

The hydrodynamic model will be calibrated using existing

current measurement data taken in Lower Cook Inlet and
Shelikof Strait by PMEL during 1977 and 1978. Estimates of

runoff and inflow during the calibration period will be made
and included. Tidal forcing will be accounted for by spe-

cifying time dependent water surface elevations across two
ocean boundaries between Kodiak Island and the Alaskan and

Kenai Peninsulas. Currents or flow rates would be specified

across these boundaries to simulate the estimated inflowt

outflow conditions during the calibration period of record.

Calculated time series of depth-averaged currents would
be compared to measured currents at several locations within

Lower Cook Inlet and Shelikof St=ait. Initial efforts would
concentrate on measurements taken in lower Shelikof Strait,

due to the relative lack of stratified flow conditions within
the Strait and the reasonably- uniform bathymetric profile of
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the cross section of the Strait. These conditions more

closely approximate assumptions i,nherent in the depth-averaged

two-dimensional formulation of the model. If reasonable

calibration is obtained for these locations, then efforts can

be extended to the increasingly complex bathymetric subsurface
and flow regime present in Lower Cook Inlet. If calibration

is successful in this region, the model would be run in a ver-

ification mode to predict measured currents during a time

period different than that used for calibration.

Once calibrated and verified, the model can be utilized

in either a near-real time predictive mode or in a deter-
ministic mode. The initial utilization of the model would be

for the latter case. A series of characteristic flow con-

ditions could be developed and estimates made for the spe-
cified boundary conditions. For example, the following might

be chosen as the conditions that would characterize the domi-
nant flow regimes:

o strong, average, weak inflow at Kennedy and

Stevenson Entrances

o flow reversals through Kennedy and Stevenson

Entrances

o high, average, and low freshwater inflow

o spring, mean, and neap tidal input boundary

conditions

Each separate run would account for a unique combination

of these conditions. A simulation period of 24 hours is envi-

sioned with current velocities stored at 1 hour intervals. An

interpolation scheme would be utilized to calculate velocities

between stored time periods. It may be possible, based on

somewhat limited data, to estimate probabilities of occurrence
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for the separate flow conditions and relate them to seasons as
well. If this can be done, the patterns could be cycled daily

depending on the season and according to the probability
generated in a flow transition matrix. This application would

also be consistent with the recommended implementation of the
wind field model.

Although variations in residual currents for periods less

than 24 hours are not modeled (boundary flows and discharges
are assumed constant) , the approach would provide more

variability than assuming seasonal net current patterns. It
would also be possible to add random velocity components,

based on statistical analysis of the current meter data, if

increased variability of residual currents is desired for

periods less than 24 hours. A statistical approach could also
be used to interpolate flow magnitude and discharge variations

without running the hydrodynamic model for more than the
limited base case conditions.

The near real-time application of the hydrodynamic model

would require input data describing present runoff and dis-
charge conditions as well as tidal strength and phasing.

Estimates could be obtained for freshwater discharge through
stage-discharge relationships for gaging stations and synthe-

tic hydrographic analysis for ungaged drainage basins. The
tidal strength and phasing could be obtained from NOAA publi-

cations and analyses for the current data of interest and, for

that matter, for any future date (in a forecast mode). The

real problem in running the hydrodynamic model in a near real-

time mode is specification of inflow/outflow conditions at

ocean boundaries. This may require a statistical treatment,
or if a spill occurs, a planned monitoring of currents in the

associated straits. Advan5es in remote acoustical sensing of
currents may evolve to the point of providing this information

with the rapid resporse time required.

4 4 9



In addition, use of CODAR generated surface currents

could replace or augment the need for a hydrodynamic model in

the near real-time operational mode, if the areal coverage is
large enough to track a spill over the geographical area of

interest.

5.4 OIL DISPERSION MODEL APPLICATION

5.4.1 Spreading

a dispersion phenomenaThe deterministic approach to
typically leads to a second order partial differential

equation. Normally, for many practical problems, solutions

are obtained numerically with the associated problems of spa-

tial and temporal resolution, numerical instability and arti-
ficial numerical diffusion. Application of numerical

techniques to the deterministic approach is often math-

metically complex and expensive (Runchal, 1980).

Stochastic techniques on the other hand are conceptually

simple and attractive. A spill is divided into n parcels and

the dispersion of the parcels is represented simply as a

series of random displacements or walks. The direction and

length of each displacement are independent random values.

For a sufficiently large number of parcels, n, the individual
displacements would approximate a normal or Gausian distribu-

tion which is representative of a dispersive cloud.

From statistical considerations it can be shown
random displacement of a given parcel during time

given by:

“s= (~A~x(t)’pr

that the
t can be

(33)

(34)
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where:
Ax. =
AY~ =

Nr,N:=

\, KY=

displacement in direction of the wind

displacement perpendicular to the wind
normally distributed random numbers with a mean of

zero and standard deviation of unity
longitudinal and lateral diffusion coefficients

respectively as given by equations (24) and (25).

The numerical integration scheme required to obtain the

displacements can be approximated by using the average value

of KX and KY between the time t and t + At:

Ax,= N, (2 KX(t+At/2)At)”2

( 112
0, = N; 2KY(t+At/2)At)

(35)

(36]

Though in principle~ N? may take any value between -ca and +CO~

in practice, it proves sufficient to limit the magnitude of

the extreme values to a low number between 3 and 5.

The longitudinal and lateral diffusion coefficients, KX

and KY, are related to the equivalent isotropic diffusion

coefficient, K~ , and the elongation of the slick, p , by

equations (24) and (25).

The elongation, p , of the slick is given by equation

(18) and is a function of time, only reaching an asymptotic

value of 0.15 in about a week.

The equivalent isotropic diffusion coefficient, Kr, is

defined herein to be the sum of the oceanic turbulent disper-

sion coefficient, DE, as given by equation

spreading dispersion coefficient, D~, as

(15) . Thus, KX and KY are both functions

volume.

(14) and the pseudo

given by equation
of time and spill
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At any particular time, the area of the slick is defined
to be that area bounded by the envelope of all parcel
locations.

5.4.2 Advection

The advection portion of a parcels displacement will be

treated in a similar manner to spreading or random motion.

That is, advective motion will be decomposed into a component
in the direction of the wind and a component perpendicular to

the direction of the wind.

The surface drift component in the direction of the wind,
Tx, will be obtained from the formulas of Tsahlis presented in

Table 4-1. The surface drift component perpendicular to the
direction of the wind, TY, will be assumed to equal the com-

ponent of current velocity C in that direction. The sea sur-
face wind velocity? U1O? is obtained from the wind field model

and the current, C, is obtained from the hydrodynamic and
tidal currents. These components are defined in the
sketch: Y

During a

\

following

time step, At, the resulting displacement is
given by:

t+At
Axa =j ()TXtdt ~

(37)
t
t+/jt

AYa =~ ()TY t dt (38)

t

The numerical integration scheme required to obtain the

displacements can be approximated
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Axa  =
Tx( t +At/2)d

‘y’ = ‘-4t+At’2)At

(39)

(40)

5.4.3 Total Displacement

Therefore, based on combined spreading and advection

algorithms, total displacement of a particle during a time
step, t, is the sum of its displacement due to the advective

transport and of its displacement due to random dispersion,

and is given as follows:

AXt= AX~ + A)(a ( 4 1 )

AYt= AY= + AYa (42)

Substituting the values from equations (35), (36), (39) and

(40) gives:

A Xt = Nr(2Kx(t+At/2)At j’2 + Tx(t +At/2)At (43)

112

AYt = N:(2Ky(t+AtM)A  t) + Ty(t+@At (44)

5 . 4 . 4  E v a p o r a t i o n

Application of the evaporation algorithm recommended for
this model requires that the oil to be modeled is broken down

into n components (2=n s15) of volatiles and nonvolatile.

The physical and chemical properties of each component must be

known as a function of their respective mole fraction.

Considering one component of the oil, during a time
interval At, the evaporative loss of mass, Am, that is removed

from the slick is given by:
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t+At

JAm . K#Ci(tl~(tlA(t)Mi  At / R 1 (45)

t

This can be approximated if At is small enough (on the order
of an hour or

Am =

where:

so) as:

K$t+At/z)C(t)q(t +At/z)A(t+At/zl  MIAt (46)

R T(t+At/2)

K e = evaporative mass transfer coefficient

Ci = mole fraction of the ith component
R = universal gas constant

T = air temperature above the oil slick (°K)

A = area of the oil slick

Mi = molar mass of the ith component

Pi = pure component

There are several

treating evaporation in

vapor pressure at the oil temperature.

assumptions which are inherent in

the above manner. The oil slicK is

modeled as one of uniform thickness which remains perfectly

mixed both horizontally and vertically. In actuality, dif-

ferent components spread at different rates and the slick

tends to fractionate. Assuming perfect vertical mixing is

equivalent to assuming that diffusion within the slick can

keep up with evaporation from the slick surface. However,

during the beginning of the slick’s life, the slick is at its

thickest and evaporation at its fastest. Thus, the proper

conditions are presented for diffusion within the slick to be

the rate-limiting process. Another approximation is that the

oil is a perfect mixture and the behavior and properties of

one hydrocarbon are not affected by the presence of others.

In reality, most oil mixtures are not ideal. There is

interaction between fractions. For example, there is a heat

of solution caused by mixing that must be overcome in addition
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to the heat of vaporization, for evaporation to occur. At the
present state-of-the-art, these complexities in modeling eva-

poration have not adequately been resolved. Therefore, the
evaporative flux from each idealized fraction is linearly con-

fined for each time step.

The total mass that evaporates during one time step, t, is:

n

Amt= Ami
E

( 4 7 )

ii=

This mass is removed from the slick and a new slick density is

computed.

5.4.5 Vertical Dispersion

The vertical or natural dispersion model recommended for

integration into the oil dispersion model is the approach
described by Audunson (1980). The percentage of oil dispersed
per day is estimated from a , which is calculated by equation

( 3 2 ) . The percentage of oil, Q, dissipated during the time
step At would then be given as:

2

Q = ()a At=aO ~ At
1440 —

1 4 4 0  ~
( 4 8 )

where At is in minutes.

The value of Q is conservatively assumed to go to zero after

10 days of simulation. The value of Q is calculated using the
local value ofti , the 10 meter wind speed, obtained from the

wind field program.

5.5 MODEL INTEGRATION

A simplified flow chart of the inajor. elements of the con-

ceptual oil dispersion model is presented in Table 5-1. The
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table indicates the type of input required, the interaction of
the model elements, and the output. The model will be able to

run in either a deterministic or near real-time mode, although

at present the deterministic mode is envisioned to be the

approach utilized in the next generation of oil spill studies
applied to Lower Cook Inlet and Shelikof Strait.
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TABLE 5-1
FLOW CHART

OIL DISPERSION MODEL INTEGRATION

INPUT ! MODEL ELENENT ~ OUTPUT

QylJQ
PRESSURE GRADIENT

OR
GEOSITIOPHIC  UINO

BDUNOARY  TIOAL  HEIGHTS
BWNOARY  FLOWS
FRESHHATER INFLOW

I I
I I MINO  SPEED & OIRECTION

I
- STEAOY  STATE FIELOS

WNO  FIELO  HOOEL * CORRESPONDING TO
I - I

PUTNINS BARIC PAITERN

I

(AIR TENPERAWRE)
I

I I

I I
I I
I * I GRIOOEO  OEPTH-AVERAGE

I * HYIJROOYMIC  MODEL
CURRENTS AT 1 HW’R

I *
INTERVALS FOR COMPLETE

I
b

‘ 1
TIDAL CYCLE

I I
I I I

I I
I I
I I
I 1 r I 1

LOCATION OF SPILL
ELAPSEO  TIME SINCE SPILL I < I

I SPREAOING
SIZE, SHAPE & LOCATIONm

TYPE OF SPILL m I OF OIL SLICK

● CONTINUOUS I AOVE;TION
● DISCRETE 1

VOLUME OR RATE OF SPILL I —.

t

I

I
J 4 I

I I L

TYPE OF OIL I I
● COMPONENTS
● HOLE FRACTION I I
● flOIAR MASS
● COMPONENT VAPOR PRESSURE I 1 f I

AIR & HATER TEMPERATURE 4 I ?

AREA OF SLICK
I

*
EVAPORATION & I LOSS OF OIL FROM SLICK

I VERTICAL DISPERSION I
* iiITH TIME h CHANGE IN

O I L  OENSITY

1 I
I

t
!
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FIGURE 5-1: AN APPROXIMATION OF THE LFM GRID.
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FIGURE 5-2: SAflPLE  850mb  PRESSURE SURFACE WITH  SOME DATA POINTS SHOWN.



. .C
m

d

460





REFERENCES

Ahlstrom, S. W., 1975. A Mathematical model for predicting
the transport of oil slicks in marine waters, Battelle
Pacific Northwest Laboratories, Richland~ Washington? 93
pages.

Asai, T. , 1965. A numerical study of the air-mass trans-
formation over the Japan sea in winter, J. Met. SOC. of
Japan, Vol. 43, p. 1-15.

Audunson, T., V. Dulen, J. P. Mathisen, J. Haldorsen, and F.
Krough, 1980. Slikforcast-- simulation program for
oil spill emergency tracking and long-term contingency
planning. Petromar.

Barrientos, C. S., and K. W. Hess, 1980. Development of
forecast methods to predict oil spill fates and trajec-
tories in the ocean, presented at Conference on Air-
Sea Interaction, Amer. Met. Soc.~ Los Angeles~ CA (pro-
ceedings not published).

Berridge, S. A., M. T.
1968. The formation
in crude petroleum
P. (cd.) Scientific
oil.

Thew, and A. G. Loriston-Clarke,
and stability of emulsions of water
and similar stocks. In: Hepple ,
aspects of pollution o~the sea by

Blaikley, D. R., G. F. L. Dietzel, A. W. Glass, P. J. Van
Kleef, 1977. Sliktrak--A computer simulation of offshore
oil spills, cleanup, effects and associated costs. Oil
Spill Conference, p. 45-52.

Brewer, W. A., et al., 1977. Climatic atlas of the outer
continental shelf waters and coastal regions of Alaska,
Vol. I Gulf of Alaska, Arctic Environmental Information
and Data Center~ Anchorage Pub. 13-771 439 pp.

Burke, C. J., 1945. Transformation of polar continental air
to polar maritime air, J. Met., Vol. 2, p. 94-112.

Businger, J. A., et al., 1971. Flux-profile relationships in
the atmospheric surface layer, J. Atmos. Sci., Vol. 28,
p. 181-189.

Bye, John A. T., 1967. The wave drift current. Journal of
Marine Research, Vol. 25, No. 1, pp. 95-102.

Conomos, T. J., 1974. Movement of spilled oil as predicted
by estuarine nontidal drift, Limnology and Oceanography
20(2), 159-173.—



REFERENCES (Continued]

Dames & Moore, 1977. Report, Kaneohe Bay urban water re-
sources study, Kaneohe Bay computer modeling, Kaneohe,
Oahu, for U.S. Army Engineer District, Honolulu, Oahu.
Job Number 04401-036-11.

Dames & Moore, 1979. Report, mathematical modeling study,
for Seminole Electric Cooperative, Inc. Job Number
10359-044-09.

Drake, R. L., C. P. Peterson, and D. L. Anderson, 1971. The
feasibility of using the Lavoie lake storm model i,n air
pollution studies: the Four Corners area, presented at
the annual meeting of the Amer. Geophysical Univ., San
Francisco, CA (no proceedings published).

Estoque, M. A., 1963. A numerical model of the atmospheric
boundary layer, J. Geophys. Res., Vol. 68, p. 1103-1113.

Fay, James A., 1969. The spread of oil slicks on a calm
sea. In Hoult, D. P., (cd.) Oil on the Sea.—

Forrester, W. D., 1971. Distribution of suspended oil
particles following the grounding of the tanker Arrow,
Journal of Marine Research 29(2), p. 141-170.—

Freeyarde, M., C: G. Hatchard, C. A. Parker, 1971. Oil spill
at sea: its identification, determination, and ultimate
fate. Lab practice 20(1), p.35-50.—

Gait, J. A., and C. H.
circulation nndel
Conference.

Garver, D. R., G. N.
spill trajectory
441-446.

Gerrity, J. G., 1977.

Pease, 1977. The use of a diagnostic
for trajectory analysis. Oil Spill

Williams, 1978. Advancements in oil
modelling. Proceeding Oceans ’78, p.

The LFM model--l976: a documentation.
Tech. Memo. NWS NMC 60, NOAA\NWS, 68 pp.

Goodin, W. R., 1976. A numerical simulation of the sea
breeze in the Los Angeles basin, Proc. Conf. on Coastal
Methodology, Amer. Met. SoC., Virginia Beach, VA, p.
5-7.

Holmes, P. D., 1977. A model for the costing of oil spill
clearance operations at sea. Proceeding Joint Con-
ference on Prevention and Control of Oil Spills, American
Petroleum Institute, New Orleans.

Hoult, D. P., 1972. Oil spreading on the sea. Annual
Review of Fluid Mechanics, Vol. 4, pp. 341-368.

463



REFERENCES (Continued)

Hoult, D. P., J. A. Fay, J. H. Milgram~ R. H. Cross/ 1970.
The spreading and containment of oil slicks. AIAA 3rd
Fluid and Plasma Dynamics Conference, Los Angeles.

Hovermale, J. B., 1965. A non-linear treatment of the problem
of air flow over mountains, Ph.D. Dissertation~ Penn.
State Univ., 88 pp.

Irwin, J. S., 1979. A theoretical variation of the wind
profile power-law exponent as a function of surface
roughness and stability, Atmos. Environ. , Vol. 13, p.
191-194.

Kennedy, J. M., and E. G. Wermund, 1971. The behaviour of
oil on water derived from airborne infrared and microwave
radiometric measurements. Pr. of the Joint Conf. on the
Prevention and Control of Oil Spills.

Kenyon, Kern E., 1969. Stokes drift for random gravity
waves. Journal of Geophysical Research, Vol. 74, pp.
6991-6994.

Kern, C. D., 1974. A simple model to determine mesoscale
transport of airborne pollutants, Froc. Symp. Atmospheric
Diffusion and Air Pollutants, Amer. Met. SOc.~ Santa
Barbara, CA, p. 362-367.

Keyser, D., and R. A. Anthes, 1977. The applicability of a
mixed-layer model of the planetary boundary layer to
real-data forecasting, Mon. Wea. Rev., Vol. 105, p.
1135-1371.

Keyser, D., and R. A. Anthes~ 1976. Sensitivity tests with a
parametrized mixed-layer model suitable for air quality
simulations~ Proc. Conf. on Environmental Modeling and
Simulation, EPA, Cincinnati, OH, p. 313-317.

Kinney, P. J., D. K. Button~
netics of dissipation and
Alaska’s Cook Inlet. Pr.
and Contr. of Oil Spills.

Kondo, J., Y. Sasano, T. Ishii~
and temperature profiles
oceanic planetary boundary
Oceanography 9, p. 360-372.

Kolpack, R. L., 1977. Fate of
phase II, a dynamic model
leased oil, final report,
Affairs, American Petroleum

and D. M. Schell, 1964. Ki-
biodegradation of crude oil in
of the Joint Conf. on the Pr.

1979 ● On wind-driven current
with diurnal period in the
layer. Journal of Physical

oil in a water environment,
of the mass balance for re-
Department of Environmental
Institute.



REFERENCES (Continued)

Kuipers, H., 1980. Processes which influence the motions and
characteristics of oil at sea. Engineering thesis, Delf
University of Technology.

Lavoie, R. L., 1974. A numrical model of trade wind weather
on Oahu, Mon. Wea. Rev., Vol. 102, p. 630-637.

Lavoie, R. L., 1972. A mesoscale numerical model of lake-
effect storms, J. Atmos. Sci., Vol. 39, p.  1 0 2 5 - 1 0 4 0 .

Lee, R. A. S., 1971. A study of the surface tension con-
trolled regime of oil spread. Masters thesis, Mechani-
cal Engineering, M.I.T.

Leendertse, J. J., 1970. A water quality simulation model
for well-mixed estuaries and coastal seas: vol. 1,
principles of computation, Rand Corporation, RM-6230-RC.

Leendertse, J. J., and S. K. Liu, 1979. Modeling of tides
and circulations of the Bering Sea. Rand Corporation
Report AT-2106-NOAA.

Lepeuetier, T., 1980. Keck Laboratory, CalTech,
communication.

MacKay, D., and R. S. Matsugu, 1973. Evaporation
liquid hydrocarbon spills on land and water,
Journal of Chemical Engineering 51, p. 434-439.—

MacKay, D., and P. J. Leinonen, 1977. Mathematical

personal

rates of
Canadian

model of--
the behavior of oil spills on water with natural and
chemical dispersion. Environmental Protection Service,
Department of the Environment, Report no. EPS-3-EC-77-19.

LMacKay, D. , and S. Patterson, 1980. Program for simulating
oil property changes during weathering. Proceeding of
the Third ‘Arctic- Marine ‘Oilspill P-rogram Technical
Seminar, June 3-5,

Madsen, O. S.r 1977.
homogeneous ocean,

Mahrer, Y. , and R. A.
the airflow over

Edmonton, Alberta, Cana-da.

Wind driven currents in an infinite
to appear in J. Phys. Oceanography.

Pielke, 1977. A numerical study of
irreqular terrain, Bei.traqe Physik

Atmosphere, Vol. 50, p. 58-113.

Mahrer, Y., and R. A. Pielke, 1976. Numerical simulation of
the airflow over Barbados, Mon. Wea. Rev., Vol. 104, p.
1392-1402.



REFERENCES (Continued)

McNider, R. T., S. R. Hanna, and R. A. Pielke, 1980. Subgrid
scale plume dispersion in coarse resolution mesoscale
models, Proc. Second Joint Conf. on Applications of Air
Pollution Meteorology, Amer. Met. Sot., New Orleans, LA,
p. 424-429.

Miller, M. C., J. C. Bacon, and I. M. Lissauer, 1975. A
computer simulation technique for oil spills off the New
Jersey-Delaware Coastline, U.S. Coast Guard Research and
Development Center, Groton, Connecticut, September.

Muench, R. D., and J. D. Schumacher, 1980. Physical oceano-
graphic conditions in the northwest Gulf of Alaska,
Northwest Gulf of Alaska Synthesis Report for U.S. Dept.
of Commerce, NOAA\OCSEAP (in press).

LMunday, J. C., W. Harrison, and W. G. MacIntyre, 1970. Oil
slick motion near Chesapeake Bay entrance, Water Re-
source Bulletin Journal, The American Water Resources
Association, Vol 6, December, pp. 879-884.

Mungall, J. C. H., and J. R. Matthews, 1973. Numerical tidal
models with unequal grid spacing, Institute of Marine
Sciences, University of Alacka, Technical Report R73-2.

Murray, S. P., 1972. Turbulent diffusion of oil in the
ocean. Limnology and Oceanography, Vol. 17, pp. 651-660.

Murray, S. P., W. G. Smith, and C. J. Sonu, 1970. Oceano-
graphic observation and theoretical analysis of oil
slicks during the Chevron spill, March 1970, Coastal
Studies Institute, Louisiana State University, Technical
Report No. 87, September 1970.

National Academy of Sciences, 1975. Petroleum in the marine
environment, Washingtonr D.C.

Nickerson, E. C., 1979. On the numerical simulation of
airflow and clouds over mountainous terrain, Contrib. to
Atmos. Phys., Vol. 4f p. 161-175.

Ogura, Y., 1963. A review of numerical modeling research on
small scale convection in the atmosphere, Meteorological
Monographs, Vol. 5, p. 65-76.

Okubo, A., 1962. A review of theoretical models of turbulent
diffusion in the sea, Technical Report 30, Chesapeake
Bay Institute, Johns Hopkins University.

Overland, J. E., M. H. ‘iiitchman, and Y. J. Han~ 1979. A
regional surface wind model for mountainous coastal
areas, Tech. Report ERL 407-PMEL 32, NOAA\ERL, 34 PP.

466



REFERENCES (Continued)

Pearson, C. A., 1980. Personal Communication. Tidal current
data; estimated cotidal lines near Kodiak Island, Pacific
Marine Environmental Laboratories, NOAA . Seattle,
Washington.

Plate, E. J., 1970. Water surface velocities induced by wind
shear, J. of Eng. Mech. Div. ASCE, 96(EM3), 295-312.—

Premack, J., and G. A. Brown, 1973. Prediction of oil slick
motions in Narragansett Bay, Proceedings Joint Con-
ference on Prevention and Control of Oil Spills, Washing-
ton, D.C., March 13-15, pp. 531-540.

Priestley, C. H. B., 1959. Turbulent transfer in the lower
atmosphere , Univ. of Chicago Press, Chicago, IL, 130
PP “

Putnins, P., 1966. Studies on the meteorology of Alaska:
first interim report (the sequences of baric weather
patterns over Alaska), U.S. Dept. of Commerce, ESSA\EDS,
Silver Spring, MD, 81 pp.

Raj, P. P. K., and R. A. Griffiths, 1979. The survival of oil
slicks on the ocean as a function of sea state limit.
Proceedings of the Joint Conf. on the Prevention and
Control of Oil Spills.

Reisbig, R. L., 1973. Oil spill drift caused by the coupled
effects of wind and waves, Office of Research and Devel-
opment, U.S. Coast Guard, Report No. CG-D-52-74, October.

Reynolds, R. M., S. A. Macklin, and B. A. Walter, 1979.
Nearshore meteorology, annual report from research unit
367, Pacific Marine Environmental Laboratory, Seattle,
WA, 110  pp.

Robertson, B., S. Arhelger, P. J. Kinney, D. K. Bottom, 1973.
Hydrocarbon biodegradation in Alaskan waters, in The
microbial degradation of oil pollutants, edited by—D. G.
Ahearn and S. P. Meyers, Baton Rouge, LA, Louisiana State
University.

Roll, H. W., 1965. Physics of the marine atmosphere, Academic
Press, New York, 426 pp.

Royer, T. C., 1979. On the effect of precipitation and
runoff on coastal circulation in the gulf of Alaska,
Journal of Physical Oceanography,. Vol. 90, May.

Runchal, A. K., 1980. A random walk atmospheric dispersion
model for complex terrain and meteorological conditions,
Second Joint Conference on Applications of Air Pollution
Meteorologyt AMSIAPCA, New Orleans, LA, March 24-27.

467



REFERENCES (Continued)

Runchal, A. K., 1977. A Hydrodynamic and water quality model
for large water bodies, Dames & Moore ATG/TR/5.

Sahota, H. S., A. S. Rizkalla, Y. Lam, 1978. A numerical
model for the simulation of the behavior of an oil spill
over open waters~ Publication EE-12, Institute for
Environmental Studies, University of Toronto, Canada.

Schwartzberg, H. G., 1971. The movement of oil spills,
Proceedings Joint Conference on Prevention and Control of
Oil Spills, Washington, D.C., 15-17 June 1971, 489-494.

Schwartzberg, H. G., 1970. Spreading and movement of oil
spills. Federal Water Pollution Control Administration,
Department of the Interior.

Shemdin, O. H., 1972. Wind generated current and phase speed
of wind waves, Journal of Physical Oceanography ~?
411-419*

Sivadier, H. O., and P. G. Mikolaj~ 19730 Measurement of
evaporation rates from oil slicks on the open sea, Proc.
Conf. on Prevention and Control of Oil Spills, API,
Washington, D.C., p. 475-484.

Smith, J. E., 1968. Torrey Canyon pollution and marine
life. Cambridge University Press.

Stoker, J. J., 1957. Water Waves, Interscience Publishers,
New York.

Stewart, R. J., J. W. Devanney~ and Wo Briggs (1974]0 Oil
spill trajectory studies for Atlantic Coast and Gulf of
Alaska, Report to Council on Environmental Quality, MIT
Sea Grant Report No. 74-20.

Stolzenbach, K. D., O. S. Madsen, E. E. Adams, A. M. Pollack,
and C. K. Cooper, 1977. A review and evaluation of basic
techniques for predicting the behaviour of surface oil
slicks. M.I.T., Report No. NITSG 77-8.

Taylor, G. I., 1921. Diffusion by continuous movements,
Proc. of the London Mathematical Society, Ser. 2, vol.
20, pp. 196-212.

Teeson, D., F. M. White/ and H“ Schenckl 1970” Studies of
the simulation of drifting 011 by polyethylene sheets,
Ocean Engineeririg  ~, 1-11, Pergamon Press.



REFERENCES “(Continued)

Tsahalis, P. T., 1979. Theorical and experimental study of
wind and wave-induced drift, Journal of Physical Ocean-
ography, pp. 1243-1257.

Wang, S., 1974. A numerical model for simulation of oil
spreading and transport and its application for pre-
dicting oil slick movement in bays, Tetra Tech., Inc.,
Report No. TT-P-345-74-1, February.

Wheeler, R. B., 1978. The fate of petroleum in the marine
environment, Exxon Production Research Company, Special
Report, August.

Wu, J., 1975. Wind-induced drift currents, J. Fluid Mech.,
Vol. 68, Part 1, pp. 49-70.

Yang, W. C. and Wang, H., 1977. Modelling of oil evaporation
in aqueous environment. Water Research, Vol. 11, No. 10,
P“ 879-887.


